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Abstract. Tournaments are competitions between a number of teams, the outcome of
which determines the relative strength or rank of each team. In many cases, the strength
of a team in the tournament is given by a score. Perhaps, the most striking mathematical
result on the tournament is Moon’s theorem, which provides a necessary and sufficient con-
dition for a feasible score sequence via majorization. To give a probabilistic interpretation
of Moon’s result, Aldous and Kolesnik introduced the soccer model, the existence of which
gives a short proof of Moon’s theorem. However, the existence proof of Aldous and Kolesnik
is nonconstructive, leading to the question of a “canonical” construction of the soccer model.
The purpose of this paper is to provide explicit constructions of the soccer model with an
additional stochastic ordering constraint, which can be formulated by martingale transport.
Two solutions are given: one is by solving an entropy optimization problem via Sinkhorn’s
algorithm, and the other relies on the idea of shadow couplings. It turns out that both con-
structions yield the property of strong stochastic transitivity. The nontransitive situations
of the soccer model are also considered.
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1. Introduction

A tournament refers to pairwise competitions between a number of teams (or players), all
participating in a sport or game, in order to determine the winner or to produce a ranking
of the teams. There has been a long history of research in tournaments and their rankings,
including psychology [56, 57], game and economic theory [5, 31, 32], combinatorial and graph
theory [22, 23, 39], applied probability [1, 2, 55], statistics [18, 29, 36], and more recently,
large language models via direct preference optimization [16, 47]. In everyday language,
tournament often means a single-elimination or knockout tournament. This paper focuses on
the n-team round-robin tournament, where each team competes against every other team.
A common metric for evaluating the strengths of the teams in the tournament is the score
sequence, or simply, the score [30, 35]. We will consider the soccer model [3], which is an
alternative to the famous Bradley–Terry model [14]. The main contribution of this work is
to provide two explicit constructions of the soccer model that satisfies a stochastic ordering
constraint, exploiting various probabilistic techniques such as stochastic ordering, martingale
transport and entropy optimization. This answers a question of Aldous and Kolesnik (see
Subsection 1.5 for details).
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1.1. Generalized tournament matrices and Moon’s theorem. To provide context,
let us first introduce the notion of tournament matrices and scores. Consider an n-team
tournament where each team competes N times against every other opponent. For i 6= j, let
pij ∈ [0, 1] be a number representing the relative strength between the teams i and j. It can
be interpreted as:

• the proportion of the number of wins of team i over team j in N games;

• the probability that team i wins over its opponent j in a random game.

Definition 1.1 (Generalized tournament matrices and scores). Let n ≥ 1.

(1) Denote by Gn the set of matrices P = (pij)1≤i 6=j≤n, where pij ∈ [0, 1] and pij +pji = 1
for each i 6= j. Such matrices are called the generalized tournament matrices of
dimension n. (Note that the diagonals are undetermined.) Moreover, if pij ∈ {0, 1}
for each i 6= j, then P is a tournament matrix.

(2) Denote by G′n the set of matrices P = (pij)1≤i,j≤n, where pii = 1/2 for each i =
1, . . . , n and (pij)1≤i 6=j≤n ∈ Gn.

(3) For x = (x1, . . . , xn) ∈ [0,+∞)n, the subset Gn(x) ⊂ Gn (resp. G′n(x) ⊂ G′n) denotes
the collection of matrices P such that

∑
j 6=i

pij = xi

resp.

n∑
j=1

pij = xi

 ,

for each i = 1, . . . , n. The vector x is called the (generalized tournament) score.

In the probabilistic setting, for every P ∈ Gn(x), x can be interpreted as the vector of
expected number of wins because xi =

∑
j 6=i pij for each i. By convention, for P ∈ G′n(x),

a half win is artificially added by setting pii = 1/2 (this would correspond to a match of a
team against a copy of itself). In the deterministic case, Nxi is the number of games that
team i wins. A classical theorem of Moon [38] provides a necessary and sufficient condition
for the score x so that Gn(x) (or G′n(x)) is not empty. To state Moon’s result, we need the
notion of majorization.

Definition 1.2 (Majorization). Let n ≥ 1. On the set of vectors x = (x1, . . . , xn) with
increasing coordinates (i.e., x1 ≤ · · · ≤ xn), the partial order of majorization is defined by

x � y if and only if

n∑
i=1

xi =

n∑
i=1

yi and

k∑
i=1

xi ≥
k∑
i=1

yi, for each k < n. (1.1)

This order1 extends to Rn by x � y if and only if x̄ � ȳ, where the vectors x̄, ȳ are the
rearranged versions of x,y (i.e., x̄ = (xσ(1), . . . , xσ(n)), ȳ = (yσ′(1), . . . , yσ′(n)) for some
permutations σ, σ′) such that the coordinates of x̄, ȳ are nondecreasing.

Theorem 1.3 (Moon’s theorem [38]). Let x ∈ Rn.

(1) Gn(x) is nonempty if and only if x � (0, 1, . . . , n− 1).

(2) G′n(x) is nonempty if and only if x � (1
2 ,

3
2 , . . . , n−

1
2).

1On Rn, it is only a preorder: the reflexivity fails. See Appendix A for reminders.
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Note that a result similar to Theorem 1.3 for tournament matrices (see Definition 1.1 (1))
and x ∈ Zn was proved by H. G. Landau [30]. See also [6, 17, 20, 52] for recent development
on the enumeration of score sequences.

1.2. Zermelo(-Bradley-Terry) model. Definition 1.1 is quite general. Several parametric
models have been developed to provide further structures to pij ’s in pairwise comparisons.
The most popular and well-studied example is the Zermelo model [60], which is widely known
as the Bradley-Terry model [14].

Zermelo [60] is arguably the first to consider the inference problem in tournaments. In his
model, each team i’s strength is specified by a positive number ui, which is called the “force”
(Spieltärke in German), with

∑n
i=1 ui = 1. For some k ≥ 1, the outcome of the kth game

between the teams i and j can be represented by a Bernoulli variable Bk
ij with parameter

ui
ui+uj

, where {Bk
ij = 1} means that team i beats team j in their kth game, and {Bk

ij = 0}
indicates the other way around. Hence, the generalized tournament matrix is specified by
pij := ui

ui+uj
. Assuming that the random variables (Bk

ij)i,j,k are all independent, the maximum

likelihood estimate (MLE) is used to infer the vector parameter u = (u1, . . . , un). Under an
irreducibility condition (see Definition 3.1 below), the MLE is uniquely determined by a
system of n equations2

xi =
∑
j 6=i

ui
ui + uj

, for 1 ≤ i ≤ n. (1.2)

The Zermelo model was rediscovered in [14, 21]. Since then, there have been various exten-
sions such as the Plackett-Luce model [34, 46] and the Mallows model [36]. See [13, 51] for
historical notes and further references.

The Zermelo model can be reparametrized by vi = log ui, which yields the (generalized)
linear model [37, Section 7.5]:3

pij =
ui

ui + uj
=

1

1 + evj−vi
, for 1 ≤ i 6= j ≤ n. (1.3)

It is easy to check that the model (1.3) enjoys the property of strong stochastic transitivity
(SST):

pij ≥ 1/2 and pjk ≥ 1/2 =⇒ pik ≥ max(pij , pjk), (1.4)

because the left side of (1.4) is equivalent to vi ≥ vj ≥ vk. This property will be the center
of our study in Sections 2 and 5.

2Though the likelihood is homogeneous of degree zero, the uniqueness is guaranteed by the constraint∑n
i=1 ui = 1.
3Here we provide some explanations of the reparametrization vi = log ui. The idea, following Thurston and

Mosteller [41, 56, 57], is to associate each player i with an independent random variable Xi, and the generalized
tournament matrix is specified by pij = P(Xi ≥ Xj) for 1 ≤ i, j ≤ n. One choice is that Xi = vi + V , where
vi is the indicator of strength, and V is the noise. Hence, pij = P(W ≤ vi − vj), where W is distributed as
V −V ′, with V ′ an independent copy of V . In practice, W is often only required to be a (symmetric) random
variable. Specializing to the case where W has the cumulative distribution function F (t) = 1

1+e−t recovers the

model (1.3). Alternatively, we can take Xi to be an independent exponential random variable with parameter
u−1
i to recover the model (1.3).
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1.3. The soccer model. Recently, Aldous and Kolesnik [3] introduced a new parametric
model for tournaments – the soccer model. The idea is in the same spirit to footnote 3 by
associating each team with a random variable, or equivalently a probability distribution, for
paired comparisons, which is described as follows.

The model is parametrized by

Θn :=

{
(µ1, . . . , µn) ∈ P({0, , . . . , n− 1})n :

n∑
i=1

µi =

n−1∑
k=0

δk

}
, (1.5)

where P({0, . . . , n− 1}) denotes the set of probability measures on {0, . . . , n− 1}, and δk is
the Dirac measure on k. Each team i is assigned a probability measure µi, with the constraint∑n

i=1 µi =
∑n−1

k=0 δk. For every k ≥ 1, the outcome of the kth game between the teams i and

j is determined as follows: Let Xk
i ∼ µi and Xk

j ∼ µj be independent.

• If Xk
i > Xk

j , then team i beats team j.

• If Xk
i < Xk

j , then team j beats team i.

• If Xk
i = Xk

j , then each team is granted a probability 1
2 (by external randomization)

to win the game.

Here the random variables Xk
i and Xk

j can be interpreted as the number of goals scored
by the team i and j, which explains the name “soccer”. When the scores are equal, a tie-
breaking method such that penalty shoot-out or coin tossing will take place and decide which
team wins the game with equal probability. Specifically, let Zkij be a Bernoulli variable with

parameter 1
2 , independent of (Xk

i , X
k
j ). Set

Bk
ij := 1{Xk

i >X
k
j }

+ 1{Xk
i =Xk

j , Z
k
ij=1},

so {Bk
ij = 1} means that team i beats team j in their kth game, and {Bk

ij = 0} indicates the
other way around. The corresponding tournament matrix is specified by

pij := P(Xi > Xj) +
1

2
P(Xi = Xj), (1.6)

where Xi ∼ µi for 1 ≤ i ≤ n, and (Xi)1≤i≤n are pairwise independent.

1.4. Proof of Moon’s theorem via the soccer model. As pointed in [3], a remarkable
property of this model is that for (µ1, . . . , µn) ∈ Θn, the score xi =

∑
j 6=i pij of team i after

exactly one game against every other opponent is the expected number of goals (or points)
EXi =

∫
x dµi(x). To see this, let χ(µi, µj) be the probability for team i to win over team j.

The map χ(·, ·) can be extended into a linear map for signed measures with compact support.
In fact, χ(α, β) :=

∫
f(y − x)d(α ⊗ β)(x, y), where f(z) := 1{z>0} + 1

21{z=0}. Denoting by

λ :=
∑n−1

k=0 δk, we have

χ(µi, λ) =

n∑
k=0

χ(µi, δk) =
1

2
+ EXi

on the one hand, and

χ(µi, λ) = χ(µi, µi) +
∑
j 6=i

χ(µi, µj) =
1

2
+
∑
j 6=i

pij ,
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on the other hand.

As a consequence, the more difficult implication in Moon’s theorem (Theorem 1.3) can
easily be proved by using a famous result commonly attributed to Strassen [53] for the set of
probability measures with a finite first moment. Earlier versions for discrete measures with
finite support such as in Muirhead’s inequality (see e.g., [24]) are sufficient for this purpose.

Theorem 1.4 ([15, 24, 53]). Let ρ and µ be two probability measures on Rd having a finite
first moment. Then the following two conditions are equivalent:

(1) The measures are in convex order ρ �C µ, i.e., for any convex function ϕ : Rd → R,
we have

∫
ϕdρ ≤

∫
ϕdµ.

(2) There exists a pair of random variables (X,Y ) such that X ∼ ρ, Y ∼ µ, and E(Y |X =
x) = x for ρ-almost every x.

Moreover, for d = 1, if µ and ν are uniform measures on {x1 ≤ · · · ≤ xn} and {y1 ≤ · · · ≤ yn}
respectively, the conditions (1) and (2) are satisfied if and only if x � y. In this case, the
condition (2) is translated as follows: For 1 ≤ i ≤ n, let µi be the conditional distribution of
Y given X = xi. We have

∑n
i=1 µi =

∑n
j=1 δyj and

∫
y dµi(y) = xi for each i.

The following proof of Theorem 1.3 by Aldous and Kolesnik is hard to beat.

Proof of Theorem 1.3. The implication Gn(x) is nonempty⇒ x � (0, . . . , n− 1) follows from
the fact that the expected number of wins of the k-weakest teams must be no less than
1 + · · ·+ (k − 1) =

(
k
2

)
.

For the more difficult implication, assume that x � (0, . . . , n− 1). By Theorem 1.4, there
exists (µ1, . . . , µn) ∈ Θn such that

∫
y dµi(y) = xi for each i. In the soccer model,

∫
y dµi(y)

is the score of team i. So the matrix P = (pij)1≤i 6=j≤n defined by (1.6) is a generalized
tournament matrix in Gn(x). �

1.5. Motivation and guideline. The above short proof relies on the observation that for
x � (0, . . . , n− 1), the set

Θn(x) :=

{
(µ1, . . . , µn) ∈ Θn :

∫
y dµi(y) = xi for 1 ≤ i ≤ n

}
, (1.7)

is nonempty. This fact follows from a soft argument by applying Theorem 1.4 that is non-
constructive. It is natural to call for an explicit construction of (µ1, . . . , µn) ∈ Θn(x), which
was also asked by the authors of [3]. We quote them twice. First from the abstract:

In particular, our proof of Moon’s theorem on mean score sequences seems
more constructive than previous proofs. This provides a comparatively con-
crete introduction to a longstanding mystery, the lack of a canonical construc-
tion for a joint distribution in the representation theorem for convex order.

Quotation from the final “Discussion” section [3]:

To us, the most interesting part of the bigger picture surrounding convex
order is that there is apparently no “canonical” choice of joint distribution in
(3), (8): proofs may be constructive but they involve rather arbitrary choices
and the resulting joint distributions are not easily described. Recent literature
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on peacocks [7]4 studies continuous-parameter processes increasing in convex
order, via many different constructions, and ideas from that literature might
be relevant in our context.

Also note that the generic dimension of Θn(x) is (n − 1)(n − 2), which is larger than the
dimension 1

2(n−1)(n−2) of Gn(x), and n−1 of the Zermelo model. The fact that the soccer
model has more degrees of freedom is an advantage because it allows one more flexibility in
modeling, e.g., to fit nontransitive situations. It is also a weakness because the system of
equations that identifies Θn(x) is underdetermined, which is not the case for the Zermelo
model.

The main objective of this paper is to provide explicit constructions of (µ1, . . . , µn) ∈ Θn(x)
with the SST as an additional constraint. This approach provides “canonical” representations
of the soccer model, thereby responding to the invitation mentioned above. Our approach is
based on martingale optimal transport, which is a topic closely related to the one of peacocks,
and two different algorithmic solutions are given: one is obtained by solving an entropic
martingale transport problem via Sinkhorn’s algorithm [44, 49], and the other is related
to the concept of shadow that was introduced to define a class of interesting martingale
transport plans [10, 11] and [8].

Organization of the paper: The remainder of the paper is organized as follows. In Section
2, we prove (in an abstract way) that Θn(x) contains an element that yields the SST. Two
explicit constructions of (µ1, . . . , µn) ∈ Θn(x) with the stochastic ordering constraint are
presented in Sections 3 and 4. In an opposite direction, we illustrate in Section 5 that Θn(x)
also has nontransitive solutions. Finally, general theoretic clarifications on the partial orders
induced by a generalized tournament matrix are given in Appendix A.

2. Existence of an SST solution in the soccer model

We have seen in Subsection 1.2 that the Zermelo model (1.3) enjoys the property of
SST (1.4). Here we show that the SST also appears in the soccer model. In fact for
x � (0, 1, . . . , n − 1), Θn(x) contains an element that satisfies an additional constraint
µ1 �sto · · · �sto µn (see Proposition 2.2, and the definition of �sto is recalled at the end
of this introduction). With this intermediate constraint, the corresponding generalized tour-
nament matrix enjoys the SST (see Proposition 2.4). The proof of Proposition 2.2 relies on
a result of Müller and Rüschendorf [42] (see also [43, Section 2.6]) concerning the existence
of conditional martingale kernels that are increasing in stochastic order. This result is equiv-
alent to the existence of 1-Lipschitz martingale transport plans (see e.g., [9] before Lemma
3.3), which is well known in the field of peacocks and martingale transport, and has been
discovered several times independently. For instance, Kellerer [28] proved the existence in a
nonconstructive way based on Choquet theory; Lowther [33] is based on Hobson’s approach
to the Skorokhod embedding problem (SEP); Beiglböck, Huesmann and Stebbeg [9] relies
on Root’s solution that is also not constructive; and Beiglböck and Juillet’s sunset coupling
[11] is also related to the SEP, and to Kellerer’s solution for which it gives a more explicit
construction.

Here two novel approaches are developed in the context of the soccer model. The first
method is on entropy optimization in the space of martingale transport plans, which will

4It is the book by Hirsch, Profeta, Roynette and Yor referred to as [25] in the present paper.
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be detailed in Section 3. This method was proposed by Joe [26], but was applied to P =
(pij)1≤i 6=j≤n in Gn(x) instead of Θn(x).5 The second method is a direct construction based
on the shadow embedding, and will be explained in Section 4.

Recall that two probability measures µ and µ′ on R are in stochastic order µ �sto µ
′ if and

only if their cumulative distribution functions satisfy Fµ ≥ Fµ′ . There are many equivalent
criterions, e.g., there exists a coupling (X,X ′) such that X ∼ µ, X ′ ∼ µ′ and P(X ≤ X ′) = 1
(see [48, Chapter 1]).

Lemma 2.1. Let µ and ν be two probability measures on R such that µ �sto ν. Then for
X ∼ µ and Y ∼ ν independent,

P(X > Y ) +
1

2
P(X = Y ) ≥ 1/2.

Moreover, if µ 6= ν, then the equality is strict.

Proof. Consider a coupling (X,X ′) such that X ∼ µ, X ′ ∼ ν and P(X ′ ≥ X) = 1. Let Y ∼ ν
be independent of (X,X ′) so that (X,Y ) ∼ µ× ν. Since (Y,X ′) ∼ ν × ν, we get

1

2
= P(Y > X ′) +

1

2
P(Y = X ′) = E[f(Y −X ′)],

where

f(z) := 1{z>0} +
1

2
1{z=0}. (2.1)

Observing that Y −X ′ ≤ Y −X almost surely, we have:

1

2
= E[f(Y −X ′)] ≤ E[f(Y −X)] = P(Y > X) +

1

2
P(Y = X). (2.2)

Furthermore, if µ 6= ν, the event {X < X ′} has nonzero probability. Note that Y is indepen-
dent from (X,X ′), and has the same law as X ′. Therefore, P(X < Y ≤ X ′) > 0. It follows
P(f(Y −X ′) ≤ 1/2, f(Y −X) = 1) > 0, and the inequality in (2.2) is strict. �

The following proposition is an improved version of Strassen’s theorem, following [42].

Proposition 2.2. Let x,y ∈ Rn be such that x1 ≤ · · · ≤ xn and y1 ≤ · · · ≤ yn and assume
x � y. There exists (µ1, . . . , µn) such that

∑n
i=1 µi =

∑n
k=1 δyk ,

∫
xdµi = xi for each

1 ≤ i ≤ n and (µi)1≤i≤n is increasing in �sto.

If y = (0, 1, . . . , n− 1), it can be formulated that there exists (µ1, . . . , µn) ∈ Θn(x) such that
(µi)1≤i≤n is increasing in �sto.

Proof. As seen in the introduction, Theorem 1.4 has an improved version when ρ, µ are
supported on R. In addition to E(Y |X = x) = x for ρ-almost every x, it was proved in
[42] that there exists a family (µx)x∈R of (regular) conditional laws (i.e., E(f(Y )| X = x) =∫
f(y) dµx(y) for every positive f) that is increasing in stochastic order: x ≤ x′ implies

µx �sto µx′ . Exactly as in the second part of Theorem 1.4, this result translates in the
discrete setting into the statement of the proposition. �

Remark 2.3. In Proposition 2.2, if µi �sto µi+1, then µi = µi+1 is equivalent to xi = xi+1.
This can be seen by the coupling (Xi, Xi+1) such that Xi ∼ µi, Xi+1 ∼ µi+1 and Xi ≤ Xi+1

almost surely. Then EXi = EXi+1 is equivalent to Xi = Xi+1 almost surely.

5Aldous and Kolesnik [3] also promoted Joe’s approach. One main motivation of [3] is to make a connection
between Joe’s result and Moon’s theorem.
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Combining Lemma 2.1, Proposition 2.2 and Remark 2.3 yields that for each x � (0, . . . , n−
1), there exists (µ1, . . . , µn) ∈ Θn(x) such that the corresponding generalized tournament
matrix P satisfies:

• pij ≥ 1/2 if and only if xi ≥ xj .
• pij = 1/2 if and only if xi = xj .

The next proposition proves the SST (1.4).

Proposition 2.4. For x � (0, . . . , n−1), let (µ1, . . . , µn) ∈ Θn(x) be specified as in Proposi-
tion 2.2. Then (µi)1≤i≤n is increasing in �sto, and hence, the generalized tournament matrix
defined by (1.6) satisfies the SST.

Proof. Take (µ1, . . . , µn) ∈ Θn(x) as in Proposition 2.2, and assume that pkj ≥ 1/2 and
pji ≥ 1/2. As explained just above, we have xi ≤ xj ≤ xk. Since µi �sto µj , there exist
Xi ∼ µi, Xj ∼ µj and Xk ∼ µk such that Xi ≤ Xj almost surely and Xk is independent of
(Xi, Xj). With the function f defined in (2.1), we have f(Xk − Xi) ≥ f(Xk − Xj) almost
surely. Taking the expectation on both sides we get pki ≥ pkj . Similarly, µj �sto µk yields
pki ≥ pji. Thus, pki ≥ max(pji, pkj). �

3. The entropic construction

In this section, we provide a construction of (µ1, . . . , µn) ∈ Θn(x) satisfying the stochastic
ordering constraint µ1 �sto · · · �sto µn by solving an entropy optimization problem, where
an iterative algorithm is given. For ease of presentation, we identify Θn and Θn(x), whose
elements are (µ1, . . . , µn) ∈ P({0, , . . . , n − 1})n, with the set of matrices M = (mij)1≤i,j≤n
defined by mij := µi({j − 1}). More precisely,

Θn = {M ∈Mn(R) : M is a doubly stochastic matrix} ,

Θn(x) =

M ∈ Θn :

n∑
j=1

mij(j − 1) = xi for 1 ≤ i ≤ n

 ,

where the measure µi is encoded as a vector of n nonnegative coefficients corresponding to
the ith row of M by µi =

∑n
j=1mijδj−1 for 1 ≤ i ≤ n.

To proceed further, we need the following irreducibility definition, which is implicit behind
the results established in [21, 40, 60].

Definition 3.1 (Irreducibility condition). Let P ∈ Gn(x), and x̄ be the rearranged version
of x. The following conditions are equivalent:

(1) For each (nontrivial) partition I ∪ Ic of {1, . . . , n}, there exist i ∈ I and j ∈ Ic such
that pij > 0.

(2) For each i, j ∈ {1, . . . , n}, there exist r ≤ n and a chain of coefficients (i`)`=1,...,r such
that i1 = i, ir = j, and pi`i`+1

> 0 for each ` < r.

(3) There exists r ≥ 1 such that all the entries of P r = P · · ·P︸ ︷︷ ︸
r times

are strictly positive.

(4)
∑n

i=1 x̄i = n(n−1)
2 and

∑k
i=1 x̄i <

k(k−1)
2 for k < n.
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If one of the conditions (1)-(3) is satisfied, we say that P is an irreducible generalized tour-
nament matrix. If the condition (4) is satisfied, x is called an irreducible score.

The following two conditions for reducible generalized tournament matrices and scores are
equivalent:

(1) There exists a partition I ∪ Ic such that pij = 0 for each (i, j) ∈ I × Ic.
(2) There exists 1 ≤ k < n such that (x̄1, . . . , x̄k) � (0, . . . , k − 1) and (x̄k+1, . . . , x̄n) �

(k, . . . , n− 1).

In particular, if P ∈ Gn(x) is irreducible (resp. non-irreducible), then so is every Q ∈ Gn(x).

For x � (0, . . . , n− 1), define the entropy by

H : M ∈ Θn(x) 7→
n∑

i,j=1

mij log(mij). (3.1)

First, we show in Subsection 3.1 that if x � (0, . . . , n − 1) is an irreducible score, then H
has a unique minimizer whose entries are strictly positive. In Subsection 3.2, we prove that
P ∈ Gn(x) corresponding to this unique minimizer satisfies the SST. Next in Subsection 3.3,
we provide an algorithm and prove its convergence to the minimizer of H. Finally, we extend
the results to the non-irreducible case in Subsection 3.4.

3.1. Minimizer of H. Recall the definition of irreducible scores from Definition 3.1. The
following proposition is useful in proving that H has a unique minimizer, as well as the
convergence of Sinkhorn’s algorithm in Subsection 3.3.

Proposition 3.2. Let x � (0, . . . , n − 1) be an irreducible score (so that Gn(x) and Θn(x)
are nonempty). Then there exists M ∈ Θn(x) such that mij > 0 for all (i, j).

Proof. We consider the partial order on Θn(x), for which M = (mij)ij dominates N = (nij)ij
if and only if mij > 0 ⇒ nij > 0 for all (i, j). Let M be maximal for this order. Here we
gather a few observations on M :

• For each row i, the set of indices j with mij > 0 is a nonempty (discrete) interval.
Assume by contradiction that mij = 0, mij0 > 0 and mij1 > 0 with j0 < j < j1. Then
there exists i′ 6= i such that mi′j > 0. For λ ∈ (0, 1) satisfying λyj1 + (1 − λ)yj0 =
yj , consider M + hM ′, where M ′ is a matrix with all entries zero except the six
following m′ij0 = −m′i′j0 = λ, m′ij1 = m′i′j1 = 1 − λ and m′i′j = −m′ij = 1. For

h < min(mij ,mi′j0/λ,mi′j1/(1 − λ)), we have M + hM ′ ∈ Θn(x), which yields a
contradiction to the maximality of M .

• If the four entries mij , mij′ , mi′j and mi′j′ are positive, then for the two rows i and
i′ we have mik > 0 ⇔ mi′k > 0 (the positive entries are the same for the two rows).
The proof follows the same argument as in the first point.

For row i, let Ji be the set of indices j such that mij > 0. With the two observations
above and the fact that

∑
jmijyj = xi, we see that M is a block matrix with the blocks

going from left to right. Assume by contradiction that there are at least two blocks. Then
J1 = · · · = Jk = {1, . . . , `} for some k < n, and Jk+1 6= Jk. In fact, Jk+1 ∩ Jk = ∅ or {`}.
Consider two cases k ≥ ` and k ≤ `− 1: For k ≥ `, note that (i ≤ k and j > `)⇒ mij = 0.
Thus, the sum of all the entries is larger than that of all entries mij with i ≤ k or j ≥ `+ 1,
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which is k + (n − `). (Here k corresponds to the sum over the k first rows, and n − ` is
the sum over the n − ` last columns.) Note that the sum of all the entries of Θn is n. By
analyzing the equality case, we get k = ` and Jk+1 ∩ Jk = ∅, which contradicts the fact
that x is irreducible because the probability that a team of the rows 0, . . . , k defeats a team
indexed by k + 1, . . . , n would be zero (see the second part of Definition 3.1). For k ≤ `− 1,
we consider the lower left of M : (i > k and j < `)⇒ mij = 0. The sum of all the entries is
larger or equal to (n − k) + (` − 1) ≥ n, which corresponds to the n − k last rows plus the
`− 1 first columns. Again this sum is n, so m1` = · · · = mk` = 0 which contradicts the fact
that J1 = . . . = Jk = {1, . . . , `}. �

The following result shows that if x is irreducible, the entropy function H on Θn(x) has a
unique minimum point.

Proposition 3.3. Let x � (0, . . . , n−1) be an irreducible score. Then the function H defined
by (3.1) has a unique minimizer, whose coefficients mij’s are all strictly positive.

Proof. The function H is continuous on the compact set Θn(x) (with the convention 0 ×
log 0 = 0). Moreover, it is strictly convex so H has a unique minimizer denoted by M (0).

Suppose by contradiction that one of the entries of M (0) is zero. By Proposition 3.2, let
M (1) ∈ Θn(x) with all strictly positive entries. For each 0 ≤ λ ≤ 1, M (λ) := λM (1) + (1 −
λ)M (0) ∈ Θn(x). Because all the coefficients of M (1) are strictly positive, the derivative of

λ ∈ [0, 1] 7→ H(M (λ)) at λ = 0+ is −∞. This contradicts the fact that M (0) minimizes
H. �

Remark 3.4.

(1) Minimizing P ∈ Gn(x) 7→
∑

ij pij log(pij) (instead of H : M 7→
∑

ijmij log(mij))

is used by Joe [26] to construct a generalized tournament matrix of the Zermelo-
Bradley-Terry model. Similar to Proposition 3.2, we can show that if x is irreducible,
then Gn(x) contains some P with all strictly positive entries. The argument is as
follows: let P ∈ Gn(x) with the maximal number of nonzero entries. Assume by
contradiction that pi1i0 = 0, so pi0i1 = 1. By Definition 3.1, there exists a chain
pi1i2 , . . . , piN−1iN , piN ,i0 > 0. Now we operate as follows to get pi1i0 > 0 and guarantee
P stays in Gn(x): for sufficiently small h, replace pijij+1 with pijij+1 − h, with the
convention iN+1 = i0. Hence, pij+1ij is replaced with pij+1ij +h. It suffices to use the

infinite derivative of p 7→ p log p at p = 0+ as in Proposition 3.3 to conclude. Note
that this argument also works for other functions f , provided that the derivative of f
at 0+ is −∞.

(2) Proposition 3.3 can be easily generalized to irreducible x such that x � y, where
y = (k, k+1, . . . , `−1, `) different from (0, . . . , n−1). In this case, Θn(x) is replaced

by the set of double stochastic matrices with
∑n′

j=1mijyj = xi for each 1 ≤ i ≤ n′

(with n′ = `− k + 1).

3.2. Property of SST. The following theorem shows that for an irreducible x, the mini-
mizer of H on Θn(x) satisfies the stochastic ordering constraint, and hence, the corresponding
generalized tournament matrix enjoys the property of SST.
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Theorem 3.5. Let x � (0, . . . , n− 1) be an irreducible score, and M be the (unique) mini-
mizer of H on Θn(x). Then (µi)1≤i≤n is increasing in stochastic order, and the generalized
tournament matrix corresponding to M (defined by (1.6)) satisfies the SST.

Proof. Since x is irreducible, H has a unique minimizer on Θn(x) by Proposition 3.3. More-
over, the minimizer is in the interior (of the affine linear space spanned by Θn(x)). By the
Karush-Kuhn-Tucker theorem, we can neglect the constraints mij ≥ 0, and only consider
those on the rows with multipliers ai’s, on the columns with multipliers bj ’s, and on the
barycenters with multipliers ci’s. Differentiating the Lagrangian, we get:

(1 + log(mij)) + ai + bj + ciyj = 0, where yj = j − 1.

So we have mij = e−ai−1e−bje−ciyj , and the probability vector µi = (mi1, . . . ,min) is spec-

ified by the vector (e−b1 , . . . , e−bn) modulated by entrywise product with the shape vector
(e−ciy1 , . . . , e−ciyn) and normalized by the constant e−ai . For ease of presentation, we fix
(b1, . . . , bn), let µ̄ = (e−b1 , . . . , e−bn), and define µ̄(s) by

µ̄(s) = (µ̄1(s), . . . , µ̄n(s)) = (µ̄1e
sy1 , . . . , µ̄ne

syn) .

(Note that µ̄(0) = µ̄, and recall yj = j − 1.) Let C(s) =
∑n

j=1 µ̄je
syj , so that µi =

C(−ci)−1µ̄(−ci) for 1 ≤ i ≤ n. Now for s < t and 1 ≤ k < n, we have:∑k
j=1 µ̄j(t)∑k
j=1 µ̄j(s)

≤ e(t−s)yk < e(t−s)yk+1 ≤
∑n

j=k+1 µ̄j(t)∑n
j=k+1 µ̄j(s)

.

Therefore,
∑k
j=1 µ̄j(t)∑n
j=k+1 µ̄j(t)

<
∑k
j=1 µ̄j(s)∑n
j=k+1 µ̄j(s)

so that

gk : s 7→ C(s)−1
k∑
j=1

µ̄j(s) =

∑k
j=1 µ̄j(s)∑k

j=1 µ̄j(s) +
∑n

j=k+1 µ̄j(s)
=

(
1 +

∑n
j=k+1 µ̄j(s)∑k
j=1 µ̄j(s)

)−1

is strictly increasing. Comparing the cumulative distribution functions of

µ(s) =

n∑
j=1

C(s)−1µ̄j(s)δyj and µ(t) =

n∑
j=1

C(t)−1µ̄j(t)δyj , (3.2)

we see that µ(s) �sto µ(t). Recall that µi = C(−ci)−1µ(−ci) for some ci ∈ R. As a result,
the probability measures µ1, . . . , µn are totally ordered (in stochastic order), and are in the
same order as their barycenters xi =

∫
y dµi(y). Hence, (µi)1≤i≤n is increasing in stochastic

order. The property of SST follows readily from Proposition 2.4. �

3.3. Sinkhorn’s algorithm and convergence. In this subsection, we provide a numerical
scheme to approximate the minimizer of the entropy in the soccer model with the stochastic
ordering constraint (and the SST) as in Theorem 3.5. This scheme is closely related to the
one for the entropic optimal transport with discrete marginals, which was initiated in the
pioneering work of Benamou, Carlier, Cuturi, Nenna and Peyré [12]. Our situation is different
due to the martingale constraint. Thus, we need to adapt the existing theory carefully,
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depending on whether x is irreducible or not (see Subsection 3.4).6 Our presentation closely
follows the one by Bauschke and Lewis in [7].

Set C := C1 ∩ C2 ∩ C3 ∈ Rn×n, where

C1 :=

M ∈ Rn×n+ :

n∑
j=1

mij = 1, for all i = 1, . . . , n

 , (3.3)

C2 :=

{
M ∈ Rn×n+ :

n∑
i=1

mij = 1, for all j = 1, . . . , n

}
, (3.4)

C3 :=

M ∈ Rn×n+ :
n∑
j=1

(j − 1)mij = xi, for all i = 1, . . . , n

 . (3.5)

By Proposition 3.2, C ∩ (0,∞)n×n 6= ∅.
Let h : R → (−∞,∞] be defined by h(x) = x log x for x ≥ 0, and ∞ otherwise. The goal

is to solve the convex optimization problem:

min
M∈C

H(M) :=

n∑
i,j=1

h(mij)

 . (3.6)

To this end, we use Bregman’s (pseudo-)distance D : Rn×n × idom(H)→ [0,∞] defined by

D(L,M) : = H(L)−H(M)−∇H(M) · (L−M)

=

n∑
i,j=1

[
lij log lij −mij logmij −

(
1 + logmij

)
(lij −mij)

]
,

(3.7)

where dom(H) = Rn×n+ denotes the domain of H, and its interior and boundary are de-

noted by idom(H) = (0,∞)n×n and bdom(H) = {M ∈ Rn×n+ : mij = 0 for some (i, j)},
respectively.

Set M0 := (m0
ij ≡ 1) ∈ idom(H),7 so D(L,M0) = H(L) −

∑n
i,j=1 lij + K, where K ∈ R

depends only on M0. Because
∑n

i,j=1 lij = n for L ∈ C, we have:

arg minL∈C H(L) = arg minL∈C D(L,M0) and min
L∈C

H(L) = min
L∈C

D(L,M0) + n−K

For k ≥ 4, let Ck := Ck mod 3. For k ≥ 1, define Mk as the Bregman projection of Mk−1 on
Ck:

Mk := arg minL∈Ck D(L,Mk−1), (3.8)

where Mk is uniquely determined. The following theorem establishes the convergence of the
sequence (Mk)k≥0, where M0 is given previously and Mk is uniquely defined. Finally, the
convergence of our scheme is summarized as below.

6We point out that some similar but different algorithms have been considered for martingale optimization
problems satisfying either marginal or expectation constraints [4, 19].

7The initialization M0 := (m0
ij ≡ 1) ∈ idom(H) is chosen so that the entropy optimization problem

minL∈C H(L) is equivalent to the problem minL∈C D(L,M0), which can be provably solved by Sinkhorn’s
algorithm.
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Theorem 3.6. Let x � (0, . . . , n − 1) be an irreducible score, so that C ∩ (0,∞)n×n 6= ∅.
Then

lim
k→∞

Mk = arg minL∈C D(L,M0) = arg minL∈C H(L). (3.9)

Proof. Note that dom(h) = R+, idom(h) = (0,∞) and bdom(h) = {0}. It is easy to check:

(1) h is a proper convex function. Moreover, h is closed because {x ∈ dom(h) : h(x) ≤ α}
is closed for all α ∈ R.

(2) h is Legendre because
• h is differentiable on idom(h);

• limt→0+ h
′(x+ t(y − x))(y − x) = −∞ for all x ∈ bdom(f) and y ∈ idom(h);

• h is strictly convex on idom(h).

(3) h is co-finite because limt→∞
h(tx)
t =∞ for all x 6= 0.

(4) h is very strictly convex because h′′(x) > 0 for all x ∈ idom(h).

Since C1, C2, C3 are all affine subsets, it suffices to apply [7, Theorem 4.3] to conclude. �

See also [45] for recent development on the convergence rate of Bregman’s iteration under
further technical assumptions, which we do not pursue here.

Next we propose a computational scheme inspired by Theorem 3.6. The key is to compute
numerically, for each M ∈ (0,∞)n×n, its Bregman projection on Ck. We distinguish three
cases:

• k = 1: We introduce the Lagrange multiplier λ = (λ1, . . . , λn) ∈ Rn, and set

Φ(L, λ) := D(L,M) +
∑n

i=1 λi

(∑n
j=1 lij − 1

)
. Differentiating Φ with respect to

mij and λi yields ∂lijΦ = log(lij)− log(mij) +λi and ∂λiΦ =
∑n

j=1 lij − 1. By setting
these to zero, we get

arg minL∈C1
D(L,M) =

(
mij∑n
k=1mik

)
1≤i,j≤n

. (3.10)

• k = 2: The same reasoning as in the previous case yields:

arg minL∈C2
D(L,M) =

(
mij∑n
k=1mkj

)
1≤i,j≤n

. (3.11)

• k = 3: Define Φ(L, λ) := D(L,M) +
∑n

i=1 λi

(∑n
j=1(j − 1)lij − xi

)
, and differentiate

Φ with respect to mij and λi yields ∂lijΦ = log(lij) − log(mij) + λi(j − 1) and
∂λiΦ =

∑n
j=1(j − 1)lij − xi. Setting these to zero yields

arg minL∈C3
D(L,M) =

(
mijr

j−1
ij

)
1≤i,j≤n

, (3.12)

where rij is the unique positive root to the polynomial equation
∑n

j=1(j−1)mijr
j−1−

xi = 0. Let f(r) :=
∑n

j=1(j − 1)mijr
j−1 − xi. It is easy to see that f is strictly

increasing on [0,∞) with f(0) ≤ 0 and limr→∞ f(r) = +∞. Thus, it is easy (and
quick) to find a numerical root of f on [0,∞) by Newton’s method.
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To summarize, we normalize the rows (k = 1), the columns (k = 2) and the barycenters of
the rows (k = 3) sequentially. The two first operations correspond to the standard steps in
Sinkhorn’s algorithm. The third one is not exactly a barycenter normalization of the rows
µi, since the total mass of every row changes from 1 to another value in (3.12). From a
theoretical viewpoint, we can merge the steps 1 and 3 to a minimization problem in two
variables. It can be checked that the minimum is specified by the proper value of s for µ(s)
in (3.2). Nevertheless, the current presentation is more tractable from a numerical viewpoint.

3.4. The non-irreducible case. Without loss of generality, we assume x = x̄, i.e., x1 ≤
· · · ≤ xn. The non-irreducible case can be treated similarly on each irreducible components,
i.e., for score subsequences (xkr+1, . . . , xkr+1) � (kr, kr+1, . . . , kr+1−1), where all inequalities
in (1.1) are strict except the equality of the two total sums. More precisely, put k0 := 0, and
define recursively kr+1 whenever kr < n by

kr+1 := min

{
k ∈ N : kr < k ≤ n and

k∑
i=1

xi =
k(k − 1)

2

}
.

Let R ∈ N be such that kR = n. Obviously, R ≥ 2. We see from Definition 3.1 that for the
non-irreducible case, there are different leagues with the probability for a team in a lower
league to defeat a team of an upper league being zero. As a result, an element M ∈ Θn(x)
must take the form:

M =


M1 0 · · · 0
0 M2 · · · 0
...

...
. . .

...
0 0 · · · MR

 ,

where Mr has kr − kr−1 rows, the number of teams in the rth league. Multiplying M on
the left with the row vectors (1, . . . , 1, 0, . . . , 0) with kr entries 1, and on the right with the
column vector (y1, . . . , yn) = (0, 1, . . . , n − 1), permits us to prove that the Mr’s are square
matrices. Conversely, every block diagonal matrix made of R doubly stochastic matrices that
satisfy

kr−kr−1∑
j=1

mij(kr−1 + j − 1) = xkr−1+1 for each i ≤ kr − kr−1,

is clearly an element of Θn(x). Also note that the constraints in the definition of Θn(x) are
separable.8

Now we see that in the minimization problem, the function h : m 7→ m logm is zero on
the off-diagonal blocks, and H(M) =

∑R
r=1Hr(Mr), where each Hr is the entropy function

defined on Mkr−kr−1(R). Since the constraints on each block are separable, we have R

separate problems, each of which has a unique minimizer.9 Numerically, we can just solve
the R problems separately, which requires us to adapt the step 3 properly by replacing j − 1
by the proper yj . However, the R problems can be merged into one with the same steps as

8The set Θn(x) is the Cartesian product of factors Θkr−kr−1(xr,yr) with xk = (xkr−1+1, . . . , xkr ) and

yk = (kr−1 + 1, . . . , kr), and the appropriate definition concerning the constraints.
9This is a slight extension of Proposition 3.3, which is mentioned in Remark 3.4. The difference is that the

vector y = (0, 1, . . . , n− 1) is replaced by (kr−1 + 1, . . . , kr).
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in the irreducible case. It suffices to set the initial matrix with ones on the diagonal blocks,
and zeros on the off-diagonal blocks.

4. The shadow construction

In this section, we provide another construction of M ∈ Θn(x) for x � (0, . . . , n − 1)
with the stochastic ordering constraint. We call it the shadow solution and present it in
the form of a martingale coupling, i.e., a probability measure π∗ on R2 with marginals the
uniform measures {x1, . . . , xn} and {0, . . . , n−1}, and a martingale constraint corresponding
to (3.12). Then M = (µ1, . . . , µn) ∈ Θn(x) are defined by µi(A) = nπ∗({xi} × A) for each
1 ≤ i ≤ n and Borel A ⊂ R, or mij = π∗({(xi} × {j − 1}}) for each 1 ≤ i, j ≤ n.

We start by recalling the terminology in Beiglböck and Juillet [10]. For any closed set
E ⊂ R, denote by M(E) the set of measures on E. Next we generalize the convex order (see
Theorem 1.4) to the extended convex order, denoted by �E . For µ, ν ∈M(R), we say µ �E ν
if and only if for any nonnegative convex function f : R→ R,∫

R
f(x)µ(dx) ≤

∫
R
f(x)ν(dx).

Furthermore, for µ, ν ∈ M(R), we say µ �+ ν if and only if for any nonnegative function
f : R→ R, ∫

R
f(x)µ(dx) ≤

∫
R
f(x)ν(dx).

Define the shadow embedding: Let µ, ν ∈ M(R) such that µ �E ν. Then there exists a
measure Sν(µ), called the shadow of µ in ν, such that

(1) Sν(µ) �+ ν.

(2) µ �C Sν(µ).

(3) If η is another measure satisfying (1) and (2), then we have Sν(µ) �C η.

Now we use the shadow embedding to construct a martingale coupling π∗. Denoting
1
k

∑k
i=1 δzi by U(z1,...,zk) we first fix

µ := U(x1,...,xn), ν := U(0,...,n−1), (4.1)

and for each permutation σ we denote (xσ(k))1≤k≤n by (xσk)1≤k≤n. By [10, Lemma 4.13 and

Example 4.20], we can carry out the following algorithm because we have 1
nδxσk ≤E νk−1 at

each step k.

(1) Let ησ0 := 0 and νσ0 := ν (we have ησ0 + νσ0 = ν, and ησk + νσk = ν for each 1 ≤ k ≤ n
with ησ0 ≤ ησ1 ≤ · · · and νσ0 ≥ νσ1 ≥ · · · ).

(2) For k = 1, . . . , n, define recursively:

ησk := ησk−1 + Sν
σ
k−1

(
1

n
δxσk

)
, νσk := νσk−1 − S

νσk−1

(
1

n
δxσk

)
. (4.2)

(In particular, ησk + νσk = ν for each 1 ≤ k ≤ n.)

(3) Define πσ ∈ P(R2) (the set of probability measures on R2) by

πσ(dx, dy) :=

n∑
k=1

δxσk (dx)⊗ Sν
σ
k−1

(
1

n
δxσk

)
(dy). (4.3)
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(4) Define π∗ ∈ P(R2) by

π∗ :=
1

n!

∑
σ∈S(n)

πσ. (4.4)

Recall that the output measure π∗ can be used to construct an element of Θn(x) by
defining µi(A) = nπ∗({xi} × A), or equivalently, mij = nπ∗({xi} × {j − 1}). Here we give
a probabilistic interpretation of the above algorithm. If we want to know how many goals
are scored by team i, we pick uniformly at random a sequence xσ(1), xσ(2), . . . until σ(k) = i.
During this process, the measure ν is filled with

ησk−1 = Sν
(

1

n
δxσ(1)

)
+ Sν

σ
1

(
1

n
δxσ(2)

)
+ · · ·+ Sν

σ
k−2

(
1

n
δxσ(k−1)

)
�+ ν, (4.5)

and it remains νσk−1. Now we embed 1
nδxσ(k) in νσk−1, and obtain (up to a factor of 1/n) a

probability distribution that underlies the random number of goals. Finally, note that this
conditional distribution is obtained by conditioning on σ(1), . . . , σ(k) rather than the entire
σ.

Theorem 4.1. For x � (0, . . . , n − 1), let π∗ ∈ P(R2) be defined by the above algorithm.
The marginals of π∗ are the uniform measures µ and ν defined as in (4.1). Define

µi := nπ∗({xi} × ·) for 1 ≤ i ≤ n, and mij := nπ∗({xi} × {j − 1}) for 1 ≤ i, j ≤ n.
Then M = (µ1, . . . , µn) ∈ Θn(x). Moreover, (µi)1≤i≤n is increasing in stochastic order, and
the generalized tournament matrix corresponding to M (defined by (1.6)) satisfies the SST.

Proof. The first part of the theorem concerning the marginals and the score is in fact satisfied
by πσ for each permutation σ, and hence by π∗. For πσ, this has been proved in [10, Lemma
4.13 and Example 4.20]. Note that we can check directly from (4.3) that the first marginal of

π∗ is U(x1,...,xn). We also see from this equation that µi = nS
νσ
σ−1(i)−1

(
1
nδxi

)
, so 1

nδxi �C
1
nµi

and δxi �C µi, which implies
∫
ydµi(x) = xi. (This is a basic fact in martingale transport

theory, but it can also be checked by integrating ϕ : y 7→ ±y as in Theorem 1.4 (1).) The fact
that the second marginal of πσ is U(0,...,n−1) is less direct, but is still a consequence of [10,

Section 4]. This second marginal is also
∑n

k=1 S
νσk−1

(
1
nδσ(k)

)
where each of the summands

is a measure of mass 1
n , and is a shadow embedded in the measure νσk−1 �+ ν, whose mass

is n − (k − 1). The measure νσk is the new measure of mass n − k obtained by the formula

νσk = νσk−1 − S
νσk−1

(
1
nδσ(k)

)
after embedding.

The second part on the fact that (µi)1≤i≤n is increasing in stochastic order is purely a
property of π∗ obtained by symmetrization. Let 1 ≤ i < i′ ≤ n. We need to prove µi �sto µi′ ,
i.e.,

1

n!

∑
σ∈S(n)

S
νσ
σ−1(i)−1

(
1

n
δxi

)
�sto

1

n!

∑
σ∈S(n)

S
νσ
σ−1(i′)−1

(
1

n
δxi′

)
. (4.6)

Now we explain how to derive (4.6) from (4.3) and (4.4). For the sum on the left side,
we embed xi (in fact the atomic measure 1

nδxi) in n! different ways depending on σ. Here

σ−1(i)−1 is the number of goals xσ(a) (in fact the atomic measures 1
nδxσ(a)) that are embedded

in ν before embedding xi. The remaining part of ν, where 1
nδxi is embedded, is the measure

νσσ−1(i)−1. The same is done for xi′ for the sum on the right side. Since stochastic ordering is
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preserved by addition, it suffices to prove (4.6) for the sum of two terms σ and σ′ = (i, i′)◦σ,
where (i, i′) is the transposition of i and i′ Assume without loss of generality that k < k′,
with k = σ−1(i) and k′ = σ−1(i′). Also assume for simplicity k = 1 (we will explain how to
relax this assumption later). Let

α =
1

n
δxi , β =

1

n

k′−1∑
a=2

δxσ(a) , γ =
1

n
δxi′ .

Note that α �sto γ. By Lemma 4.2 (whose proof is postponed), we have:

Sν
(

1

n
δxi

)
+ S

ν−Sν(
∑k′−1
a=1

1
n
δxσ(a) )

(
1

n
δxi′

)
�sto S

ν

(
1

n
δxi′

)
+ S

ν−Sν(
∑k′
a=2

1
n
δxσ(a) )

(
1

n
δxi′

)
.

(4.7)

We recognize (without the factor 1/n!) the contribution of σ and σ′ to the two sums defining µi
and µi′ (one part for k = 1 and the other for k′). By associativity of shadows from the theory

in [10], Sν(
∑k′−1

a=1
1
nδxσ(a)) and Sν(

∑k′

a=2
1
nδxσ(a)) are the measure ησk′−1 and ησ

′
k′−1 respectively,

so we recognize in (4.7) the measures νσk = ν − ησk−1 and νσk′ = ν − ησk′−1 appearing in (4.6).

It remains the case 1 < k < k′. Let ξ =
∑k−1

a=1 δxa . The two Dirac masses α = δxσ(k) = δxσ′(k′)
and γ = δxσ(k′) = δxσ(k′) are no longer embedded in ν and ν−Sν(γ+β), and ν and ν−Sν(α+β)

respectively, but in ν ′ := ν − Sν(ξ) and ν − Sν(ξ + γ + β) = ν ′ − Sν′(γ + β), and ν ′ and

ν−Sν(ξ+α+β) = ν ′−Sν′(α+β) respectively. It suffices to apply Lemma 4.2 to ν ′ instead
of ν to conclude. �

We conclude this section with the following lemma for the shadow embedding.

Lemma 4.2. If α+ β + γ �E ν and α �sto γ, then

Sν(α) + Sν−S
ν(γ+β)(α) �sto S

ν(γ) + Sν−S
ν(α+β)(γ)

Proof. Since α �sto γ, it follows from [27] that Sν(α) �sto S
ν(γ). Since α+β �sto γ+β, the

same argument shows Sν(α + β) �sto S
ν(γ + β). By associativity of the shadow projection

(with α+ β + γ �sto ν), we have:

Sν−S
ν(γ+β)(α) = Sν(α+β+γ)−Sν(γ+β) and Sν−S

ν(α+β)(γ) = Sν(α+β+γ)−Sν(α+β).

Thus, Sν−S
ν(γ+β)(α) �sto S

ν−Sν(α+β)(γ), which yields the desired result. �

Remark 4.3. Computing the distribution µi that gives the number of goals scored by team
i seems to be difficult for large n, because there are n! terms in the sum. Nevertheless, it is
relatively easy to simulate the random number of goals from the probabilistic interpretation
(4.5) of the algorithm. More precisely, the shadow Sν

′
(mδx) is the unique measure of mass

m and center of mass x that takes the form (F−1
ν′ )#Leb]α,β]. Here F−1

ν′ is any quantile
function of ν ′, i.e., any nondecreasing function such that for every β ∈]0, 1], the measure
ν ′β := (F−1

ν′ )#Leb[0,β] satisfies ν ′β �+ ν ′ and is of mass β. One such example is the inverse

of the cumulative distribution function F−1
ν′ (γ) = inf{x ∈ R : ν ′(]−∞, x]) ≥ γ}.
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5. Nontransitivity in the soccer model

In this section, we consider (possible) nontransitive situation in the soccer model. The
idea comes from the work of Steinhaus and Trybu la [50, 58], in which they characterize the
triples (ξ, η, ζ) ∈ [0, 1]2 that correspond to the probabilities ξ = P(X < Y ), η = P(Y < Z)
and ζ = P(Z < X) for three independent random variables X,Y, Z. However, their result
was only established under the assumption that P(X = Y ) = P(Y = Z) = P(Z = X) = 0,
which does not necessarily hold for the soccer model. Here we adapt Steinhaus and Trybu la’s
result to the soccer model, where ties are allowed.

Theorem 5.1 ([50, 58]). Let

A :=

{
(P(X < Y ),P(Y < Z),P(Z < X)) ∈ [0, 1]3 :

(X,Y, Z) are independent and

P(X = Y ) = P(Y = Z) = P(Z = X) = 0

}
,

and α : [0, 1]2 → R+ be defined by

α(ξ, η) =

{
max

(
1−ξ
η , 1−η

ξ , 1− ξη
)

for ξ + η > 1,

1 for ξ + η ≤ 1.
(5.1)

Then A = D, where

D =
{

(ξ, η, ζ) ∈ [0, 1]3 : 1− α(1− ξ, 1− η) ≤ ζ ≤ α(ξ, η)
}
. (5.2)

More symmetric descriptions of D are given in [54, 59]. Steinhaus and Trybu la observed a
nontransitive phenomenon (which they called a “paradox”): (ξ, η, ζ) ∈ D can have all its

three coordinates larger that 1/2. For instance, the point
(√

5−1
2 ,

√
5−1
2 ,

√
5−1
2

)
lies on the

boundary of D, with
√

5−1
2 ≈ 0, 618 > 1

2 .

To apply Theorem 5.1 to the soccer model, we introduce a set A′ that is a priori larger
than A: Similar to (1.6) it is the set of triples (ξ′, η′, ζ ′) with

ξ′ = P(X < Y ) +
1

2
P(X = Y ), η′ = P(Y < Z) +

1

2
P(Y = Z), ζ ′ = P(Z < X) +

1

2
P(Z = X),

(5.3)
and (X,Y, Z) independent. Here we do not assume P(X = Y ) = P(Y = Z) = P(Z = X) = 0,
but with this additional assumption, we have (ξ′, η′, ζ ′) = (P(X < Y ),P(Y < Z),P(Y <
Z)) ∈ A. So A ⊂ A′.

Proposition 5.2. With the notation above, we have A′ = D.

Proof. By Theorem 5.1, we have D = A. Since A ⊂ A′. It remains to show that A′ ⊂ A = D.
Let (ξ′, η′, ζ ′) ∈ A′, and (X,Y, Z) be a triple of random variables satisfying (5.3). Let UX ,
UY and UZ be three independent random variables uniform on [−1

2 ,
1
2 ], and also independent

of (X,Y, Z). Define

Xn = X +
1

n
UX , Yn = Y +

1

n
UY , Zn = Z +

1

n
UZ .

First we claim that P(Xn = Yn) = P(Yn = Zn) = P(Zn = Xn) = 0. To see this, we observe
{Xn = Yn} = {UY − UX = n(X − Y )}, where both sides of the equality are independent.
Since UY − UX is diffuse, we get P(UY − UX = z) = 0 for each z ∈ R. Integrating in z with
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respect to the distribution of n(X − Y ) yields P(Xn = Yn) = 0. The other two equalities
follow the same. Thus, (P(Xn < Yn),P(Yn < Zn),P(Zn < Xn)) ∈ A = D by Theorem 5.1.

Next we prove the following limit:

P(Xn < Yn) −→n→∞
P(X < Y ) + P(X ≤ Y )

2
= P(X < Y ) +

1

2
P(X = Y ). (5.4)

Note that

P(Xn < Yn) =P(X = Y )P(Xn < Yn |X = Y )

+ P(Xn < Yn and X < Y ) + P(Xn < Yn and X > Y ).

Clearly, P(Xn < Yn |X = Y ) = P(UX < UY ) = 1/2. Since P( 1
n |UX − UY | ≤

1
n) = 1, we also

have:

P
(
X − Y < − 1

n

)
≤ P(Xn < Yn and X < Y ) ≤ P(X − Y < 0).

By the dominated convergence theorem and the squeeze theorem, we have limn→∞ P(Xn <
Yn and X < Y ) = P(X < Y ). Similarly, limn→∞ P(Xn < Yn and X > Y ) = 0. Similar to
(5.4), η′ and ζ ′ can be obtained as limits in terms of (Xn, Yn, Zn). Finally, since D is closed,
we get (ξ′, η′, ζ ′) ∈ A by sending n→∞. �

Now we see that the soccer model permits nontransitivity for some parameters in the limits
of Proposition 5.2.

Theorem 5.3. For every n ≥ 6 and each (ξ, η, ζ) ∈ D, there exists (µ1, . . . , µn) ∈ Θn such
that the corresponding generalized tournament matrix (defined by (1.6)) satisfies (p12, p23, p31) =
(ξ, η, ζ).

Proof. Let (ξ, η, ζ) ∈ [0, 1]3 be a element of D (we call it “cyclic” as in [59]). We look for
S ⊂ R of cardinal 6, and three S-valued random variables (X,Y, Z) with disjoint values such
that (P(X < Y ),P(Y < Z),P(Z < X)) = (ξ, η, ζ). Permutations of the random variables or
replacement by their opposite permits us to see that D is invariant by permutation of the
coordinates, and by replacement with the complementary to 1. Therefore, we can assume
ξ ≤ η ≤ ζ, and also ξ ≤ 1 − ζ. By the alternative characterization in [59, Lemma 2.4],
(ξ, η, ζ) ∈ D implies that (ξ/(1 − ζ), η, 0) is also cyclic. Thus, a symmetric construction to
the one just after (21) in [58] permits to introduce three disjoint laws µX0 , µY , µZ on a set
of five points with (P(X0 < Y ),P(Y < Z),P(Z < X0)) = (ξ/(1 − ζ), η, 0). Replacing µX0

by a Dirac measure µX1 = δx for x ∈ R larger than the 5 previous points, one creates the
cyclic vector (0, η, 1) attached to (X1, Y, Z). Finally, (ξ, η, ζ) is obtained as an element of D
for the triple (X,Y, Z), where X ∼ ζµX1 + (1 − ζ)µX0 (comparing with [58, p. 328], where
the interpolation is not linear). Note that Z is supported on one point, X on two points
and Y on three points. An increasing homeomorphism ϕ now maps S on {−5,−4, . . . , 0}.
Let µ1, µ2, µ3 be the distributions of −ϕ(X),−ϕ(Y ),−ϕ(Z) respectively. Since the supports
of these measures are disjoint, we can complete (µ1, µ2, µ3) with (µ4, . . . , µn) to obtain an
admissible (µ1, . . . , µn) ∈ Θn. �
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Appendix A. Partial orders via the generalized tournament matrix

In this part, we provide further thoughts on partial orders induced by the generalized tour-
nament matrix, scrutinizing various results in [3, 26]. As discussed in the introduction, there
are two ways to compare the teams Tn := (Ti)1≤i≤n based on different levels of information:

• We compare Ti and Tj by looking at pij from the generalized tournament matrix
P ∈ Gn or P ∈ G′n.

• We compare Ti and Tj by looking at xi and xj from the score x = (x1, . . . , xn), where
xi :=

∑n
j 6=i pij or xi :=

∑n
j=1 pij .

Given P and x, there are two binary relations naturally associated with Tn:

(1) Score-based relation: (Ti ≤x Tj) if and only if xi ≤ xj .
(2) Results-based relation: (Ti ≤P Tj) if and only if pij ≤ 1/2 (if pij exists).

We can also define the strict relations: (Ti <x Tj) if xi < xj , and (Ti <P Tj) if pij < 1/2.
Finally, (Ti =x Tj) means (Ti ≤x Tj) and (Ti ≥x Tj), i.e., xi = xj ; and (Ti =P Tj)
means (Ti ≤P Tj) and (Ti ≥P Tj), i.e., pij = 1/2.

Now we recall the definition of a partial order � on a set T :

(a) Reflexivity: T � T .
(b) Transitivity: (T � T ′) and (T ′ � T ′′) implies (T � T ′′).
(c) Antisymmetry: (T � T ′) and (T ′ � T ) implies (T = T ′).

Moreover, if all the elements are comparable, i.e., (T � T ′) or (T ′ � T ) for all T, T ′ ∈ T ,
the partial order is called a total order. If all the properties except (c) are satisfied, the
relation is called a preorder or a total preorder, respectively. It is easy to see that ≤x is a
total preorder. In the remaining of this section, we focus on the relation ≤P , and the question
whether it is a total preorder.

For a general P ∈ Gn or P ∈ G′n, the relation ≤P may be far from being a total preorder.
The definition of G′n (by setting pii = 1

2) ensures the reflexivity and totality (which are not
satisfied by Gn). Here our goal is to characterize ≤P as a total preorder on G′n, so it remains
to consider whether ≤P is transitive. We will review and elaborate some results evoked in the
literature, especially in [3, 26], and present a new observation on SST in Proposition A.2. It
was explained in in [26, p.917] that even when ≤P is transitive, this preorder can be different
from ≤x. Nevertheless, the notion of SST defined in (1.4) and studied in Proposition 2.4 and
Theorem 3.5 allows us to establish the equivalence between ≤x and ≤P . We can reformulate
it as follows: for all 1 ≤ i, j, k ≤ n,

(Ti ≤P Tj) and (Tj ≤P Tk) =⇒ (Ti ≤P Tk) and pik ≤ min(pij , pjk).

Note that the SST is not a property of the binary relation ≤P alone, but rather of the
generalized tournament matrix P . Moreover, the property of SST already contains the
transitivity of ≤P in its formulation: if P ∈ G′n, the SST implies that (T ,≤P ) is a total
preorder. On the other hand, the SST can a priori be satisfied by P ∈ Gn even though
Ti ≤P Ti does not hold. It is easy to see that the transitivity of ≤P for P ∈ Gn implies
that for P ∈ G′n. The contrary is false because if pij = 1/2 for some i 6= j, both relations
(Ti ≤P Tj) and (Tj ≤P Ti) should enforce (Ti ≤P Ti) and (Tj ≤P Tj), but these relations
do not apply for Gn, whose matrices have undetermined diagonal. It seems to us that most
authors only consider ≤P for P ∈ Gn.
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In [26, Theorem 2.1], Joe stated that ≤P is equivalent to ≤x under the SST. However,
the one-line proof is not entirely convincing. We restate this result in Corollary A.3. That
is a consequence of Proposition A.2 where the SST is compared with the almost equivalent
notion of monotonicity.

Definition A.1 (Monotonic matrix P ). Let P = (pij)1≤i 6=j≤n ∈ Gn, or P = (pij)1≤i,j≤n ∈
G′n. The matrix P is called monotonic if P is decreasing along rows, i.e., if for every 1 ≤
i, j, k ≤ n, inequality j < k implies pij ≥ pik, provided pij and pik are defined.

Equivalently, the matrix P is monotonic if P is increasing down columns, i.e., for every
1 ≤ i, j, k ≤ n, inequality j < k implies pji ≤ pki, provided pji and pki are defined.

In [3, p.849], Aldous and Kolesnik recalled that if the SST is satisfied, the matrix P is
monotonic. They also showed that these two properties are not equivalent, though the same
terminology is often used interchangeably for the two close concepts. Their counterexample is
based on a matrix P with some entries having value one half.10 Example A.4 below provides
another counterexample, where the monotonicity does not imply the SST for a matrix P ∈ Gn
with all the entries different from 1

2 .

The following proposition shows the equivalence between the SST and the monotonicity.

Proposition A.2. Let P = (pij)1≤i 6=j≤n ∈ Gn. The following statements are equivalent:

(i) The relation ≤P satisfies the property of SST (1.4) except that we don’t require pii =
1/2 and pjj = 1/2 when pij = pji = 1/2 for some i 6= j.

(ii) The relation ≤P satisfies the property of SST (1.4) for P seen as a matrix in G′n.

(iii) Both conditions are satisfied:
– There exists a relabelling of P by a permutation matrix M ∈ Mn(R) such that
MPMT is monotonic in G′n.

– For every i, j, pij = 1
2 implies pik = pjk for every 1 ≤ k ≤ n.

Moreover, a relabelling in (iii) is admissible if and only if i < j ⇒ (Ti ≤P Tj).

Proof. (i) ⇔ (ii). It is straightforward that (ii) implies (i). Conversely, if (i) is satisfied,
extending P to G′n permits us to recover the full condition (1.4).

(ii)⇒ (iii). Assume that P ∈ G′n satisfies the SST. We relabel the indices in such a way that
T1 ≤P T2 ≤P · · · ≤P Tn. (The reason why this is possible is straightforward, see [3] for
a graph theoretic proof.) Let i, j, k be three different indices with j < k. We want to prove
pij ≥ pik. Recall that pjk ≤ 1/2. If i < j < k, then we have pij ≤ 1/2, and the SST implies
pik ≤ pij . The case j < k < i is similar. Finally, if j < i < k, we have pik ≤ 1/2 ≤ pij . Now
we prove the second part of (ii). Assume pij = 1/2, and in particular pji ≤ 1/2. If pik ≤ 1/2,
then we have pjk ≤ pik ≤ 1/2. Since pij ≤ 1/2, we obtain pik ≤ pjk ≤ 1/2. Thus, pik = pjk.
The case pki > 1/2 can be treated similarly.

(iii) ⇒ (ii). Assume that there exists a relabelling such that (pij)i,j ∈ G′n is monotonic and
pij = 1

2 implies pik = pjk. The first property implies pij ≤ pii = 1
2 for every pair (i, j) such

that i < j. Conversely, if pij < 1/2 = pii, we must have i < j. Assume now Ti ≤P Tj ≤P Tk.
If these relations are from pij < 1/2 and pjk < 1/2, we have i < j < k, and pik ≤ min(pij , pjk)
follows from the monotonicity of P ∈ G′n. Otherwise, max(pij , pjk) = 1/2, and the second
property permits us to prove pik = min(pij , pjk).

10Their example is p21 = p23 = 1/2 and p13 < 1/2.
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To conclude, we make it clear when a given relabelling is admissible. We have already
proved in part (ii) ⇒ (iii) that if the labelling satisfies T1 ≤P · · · ≤P Tn, the matrix is
admissible for (iii). Conversely, assume that after relabelling the matrix P satisfies (iii). By
monotonicity, the entries on the upper right part of P are larger or equal to 1/2 because it
is the value on the diagonal. Therefore, i < j implies pij ≤ 1/2, i.e., Ti ≤P Tj . �

Corollary A.3. Assume that ≤P satisfies the property of SST for P ∈ G′n. Then for all
i, j ≤ n,

(Ti ≤P Tj)⇐⇒ (Ti ≤x Tj).

Proof. With the SST both ≤P and ≤x are total preorder on the set of teams. Therefore, it
suffices to prove for every i, j, the relation Ti <P Tj implies Ti <x Tj , and Ti =P Tj implies
Ti =x Tj . In fact, Ti =P Tj means that pij = 1/2. By the SST, it implies pik = pjk for every
k ≤ n. Hence, Ti =x Tj . Now assume Ti <P Tj . Up to a proper relabelling corresponding

to (iii) in Proposition A.2, it implies i < j. Thus, the elements of the ith row are entrywise
smaller or equal to those of the jth row. But they are not all equal because pij < 1/2 = pjj ,
Thus, we get Ti <x Tj . �

The following example shows that if P = (pij)1≤i 6=j≤n ∈ Gn is only monotonic, the relation
≤P may fail to satisfy the SST, and be equivalent to ≤x.

Example A.4. Take p12 = 0.3, p13 = 0, p23 = 0.6, and symmetrically p21 = 0.7, p31 =
1, p32 = 0.4. This matrix is monotonic in G3 (but not in G′3). The coefficients p23, p31, p21

are larger than 1/2, but p23 = 0.6 ≥ max(p21, p13) is not satisfied. So ≤P does not satisfy the
property of SST. Furthermore, ≤P is transitive with T1 ≤P T3 ≤P T2, which is different
from T1 ≤x T2 ≤x T3. Note also that there is no relabelling that make P monotonic in G′3.

The following example show that even if P = (pij)i 6=j ∈ Gn is both strongly transitive and
monotonic, the order of the indices can be different from ≤P and ≤x.

Example A.5. For n ∈ 2N>0, take p2k,2k−1 = 0.4, p2k−1,2k = 0.6 and the other entries 0 or
1 with pij = 0 if i < j. The order ≤P ranks the teams as follows:

(T2 ≤P T1) ≤P (T3 ≤P T4) ≤P · · · ≤P (T2k ≤P T2k−1) ≤P · · · ≤P (Tn ≤P Tn−1).

Still (pij)i 6=j ∈ Gn is monotonic.
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[17] A. Claesson, M. Dukes, A. F. Frankĺın, and S. u. O. Stefánsson. Counting tournament score sequences.

Proc. Amer. Math. Soc., 151(9):3691–3704, 2023.
[18] H. A. David. Tournaments and paired comparisons. Biometrika, 46(1-2):139–149, 1959.
[19] H. De March and P. Henry-Labordere. Building arbitrage-free implied volatility: Sinkhorn’s algorithm

and variants. arXiv preprint arXiv:1902.04456, 2019.
[20] S. Donderwinkel and B. Kolesnik. Tournaments and random walks. 2024. arXiv:2403.12940.
[21] L. R. Ford, Jr. Solution of a ranking problem from binary comparisons. Amer. Math. Monthly, 64(8):28–

33, 1957.
[22] R. L. Graham and J. H. Spencer. A constructive solution to a tournament problem. Canad. Math. Bull.,

14:45–48, 1971.
[23] F. Harary and L. Moser. The theory of round robin tournaments. Amer. Math. Monthly, 73:231–246,

1966.
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